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a b s t r a c t 

Dimethyl sulfide (DMS) serves as an anti-greenhouse gas, plays multiple roles in aquatic ecosystems, and 

contributes to the global sulfur cycle. The chlorophyll a (CHL, an indicator of phytoplankton biomass)- 

DMS relationship is critical for estimating DMS emissions from aquatic ecosystems. Importantly, recent 

research has identified that the CHL-DMS relationship has a breakpoint, where the relationship is positive 

below a CHL threshold and negative at higher CHL concentrations. Conventionally, mean regression meth- 

ods are employed to characterize the CHL-DMS relationship. However, these approaches focus on the re- 

sponse of mean conditions and cannot illustrate responses of other parts of the DMS distribution, which 

could be important in order to obtain a complete view of the CHL-DMS relationship. In this study, for 

the first time, we proposed a novel Bayesian change point quantile regression (BCPQR) model that inte- 

grates and inherits advantages of Bayesian change point models and Bayesian quantile regression models. 

Our objective was to examine whether or not the BCPQR approach could enhance the understanding of 

shifting CHL-DMS relationships in aquatic ecosystems. We fitted BCPQR models at five regression quan- 

tiles for freshwater lakes and for seas. We found that BCPQR models could provide a relatively complete 

view on the CHL-DMS relationship. In particular, it quantified the upper boundary of the relationship, 

representing the limiting effect of CHL on DMS. Based on the results of paired parameter comparisons, 

we revealed the inequality of regression slopes in BCPQR models for seas, indicating that applying the 

mean regression method to develop the CHL-DMS relationship in seas might not be appropriate. We also 

confirmed relationship differences between lakes and seas at multiple regression quantiles. Further, by 

introducing the concept of DMS emission potential, we found that pH was not likely a key factor leading 

to the change of the CHL-DMS relationship in lakes. These findings cannot be revealed using piecewise 

linear regression. We thereby concluded that the BCPQR model does indeed enhance the understand- 

ing of shifting CHL-DMS relationships in aquatic ecosystems and is expected to benefit effort s aimed at 

estimating DMS emissions. Considering that shifting (threshold) relationships are not rare and that the 

BCPQR model can easily be adapted to different systems, the BCPQR approach is expected to have great 

potential for generalization in other environmental and ecological studies. 

© 2021 Elsevier Ltd. All rights reserved. 
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. Introduction 

Dimethyl sulfide (DMS) was recognized as an anti-greenhouse 

as because its oxidized products acted as cloud condensation 

uclei, which reflected solar irradiation and thereby contributed 

o the reduction of earth temperature (i.e., the CLAW hypothesis, 

https://doi.org/10.1016/j.watres.2021.117287
http://www.ScienceDirect.com
http://www.elsevier.com/locate/watres
http://crossmark.crossref.org/dialog/?doi=10.1016/j.watres.2021.117287&domain=pdf
mailto:zyliang@iue.ac.cn
mailto:zvl5373@psu.edu
mailto:yongliu@pku.edu.cn
mailto:yyxu@iue.ac.cn
mailto:txw19@psu.edu
https://doi.org/10.1016/j.watres.2021.117287


Z. Liang, Y. Liu, Y. Xu et al. Water Research 201 (2021) 117287 

C

C

h

A

p

i

f

t

t  

a

(

p  

j  

T

e

t

2

t

s

a

(  

2

W  

Y

r

l  

n

i

d

t  

Y

t

m

b

m

t  

m

r

u

l

T

t

l

c

C

p

s

s

o

w

s

t

m

D

r

w

t

p

t

o

r

t

a

c

a

r

p

t

d

a  

a  

b

i

o

(  

a  

t

a

v

t

e  

p

h

(

r

b

l

o

m

c

r

p

Q

t

t

w

m

a

P

e  

m

2

p

t

fi

s

s

a

b

l

a

a

2

n

p

e

c

t

t

e

(  

d

p

2

i

harlson et al., 1987 ). Despite recent debates or rejection of the 

LAW hypothesis ( Cropp et al., 2018; Quinn and Bates, 2011 ), the 

ypothesis is likely relevant in some regions like the Southern and 

rctic Oceans ( Krüger and Graßl, 2011; Levasseur, 2013 ). DMS also 

lays multiple essential roles in aquatic ecosystems, such as serv- 

ng as an antioxidant for phytoplankton ( Sunda et al., 2002 ) and 

acilitating a tritrophic mutualism between primary producers and 

op predators ( Savoca and Nevitt, 2014 ). In addition, DMS is impor- 

ant to the global sulfur cycle ( Eyice et al., 2015 ), accounting for

bout 80 % of global biogenic sulfur emissions to the atmosphere 

 Kettle and Andreae, 20 0 0 ). Phytoplankton, indicated by chloro- 

hyll a (CHL) ( Bates et al., 1994; Zhang et al., 2008 ), is the ma-

or producer of DMS ( Charlson et al., 1987; Gondwe et al., 2003 ).

herefore, understanding the CHL-DMS relationship is critical for 

stimating regional or global DMS emissions from aquatic ecosys- 

ems ( Anderson et al., 2001; Galí et al., 2015; Simó and Dachs, 

002 ). 

Correlation analysis and ordinary linear regression have been 

he most widely used methods to explore the CHL-DMS relation- 

hip. Most studies revealed a positive effect of CHL on DMS (e.g., 

 significantly positive correlation coefficient or regression slope) 

 Gao et al., 2017; Iverson et al., 1989; Lana et al., 2011; Law et al.,

017; Lizotte et al., 2020; Tan et al., 2017; Tortell et al., 2011; 

alker et al., 20 0 0; Yang, 1999; 20 0 0; Yang and Tsunogai, 2005;

ang et al., 2009; 2011; Zhang et al., 2014 ), while several studies 

eported a negative relationship ( Froelichd et al., 1985 ) or no re- 

ationship at all ( Nemcek et al., 2008; Watanabe et al., 1995 ). We

ote that maximum CHL concentrations in studies deducing pos- 

tive CHL-DMS relationships were always much lower than those 

educing negative or no relationships. For example, CHL concen- 

rations in a series of studies on Chinese seas ( Yang, 1999; 20 0 0;

ang and Tsunogai, 2005; Yang et al., 2009; 2011 ) were all lower 

han 4 μg/L. In contrast, the CHL concentration can reach approxi- 

ate 60 μg/L in Froelichd et al. (1985) . 

A recent study examining the CHL-DMS relationship across a 

road range of CHL concentrations implemented a change point 

odel to capture the ascending and descending limbs of this rela- 

ionship ( Deng et al., 2020 ). The change point model aims to deter-

ine one or more unknown change points at which the stressor- 

esponse relationship changes. In Deng et al. (2020) , the authors 

sed 246 paired observations of CHL and DMS from 100 Chinese 

akes and collected 426 paired observations from global oceans. 

hey applied a piecewise linear regression model ( Muggeo, 2003 ) 

o detect thresholds of CHL concentration, at which CHL-DMS re- 

ationships significantly changed. Benefiting from the novel appli- 

ation of piecewise regression, the authors revealed hump-shaped 

HL-DMS relationships in both lakes and seas, which were ex- 

ected to increase the estimation accuracy of global DMS emis- 

ions from aquatic ecosystems ( Deng et al., 2020 ). The hump- 

haped relationship also seemed to resolve the contradiction 

f the sign of the CHL-DMS relationship in previous studies, 

hose deductions might have been constrained by a relatively 

maller sample size, a narrow range of sampled CHL concentra- 

ion, or an application of a overly simplified linear regression 

odel. 

Although many informative studies have investigated the CHL- 

MS relationship, we note that those studies mainly used mean 

egression methods (e.g., the ordinary linear regression or piece- 

ise regression), by which the relationship between CHL and 

he mean of DMS distribution was estimated. A practically im- 

ortant alternative to classical mean regression methods is quan- 

ile regression (QR) ( Koenker and Bassett, 1978 ). To the best 

f our knowledge, QR has not been used to examine CHL-DMS 

elationships. 

QR explores the effect of one or more predictors on any quan- 

ile of the response variable distribution ( Das et al., 2019; Koenker 
2 
nd Bassett, 1978 ). Compared with mean regression methods, QR 

an provide a more complete view of possible causal relationships 

nd can reveal useful predictive relationships at some parts of the 

esponse variable distribution, even when there is a weak or no 

redictive relationship between the predictor(s) and the mean of 

he response variable distribution ( Cade and Noon, 2003 ). In ad- 

ition, QR appears more robust to outliers of the response vari- 

ble ( Scharf et al., 1998 ) and is not constrained by the equal vari-

nce assumption ( Cade and Noon, 2003; Das et al., 2019 ). QR has

een successfully applied to environmental and ecological stud- 

es. QR has been used to 1) illustrate a relatively complete view 

f stressor-response relationships at multiple regression quantiles 

 Cade et al., 2008; Liang et al., 2021; Muller et al., 2018; Niinemets

nd Valladares, 2006; Simkin et al., 2016; Xu et al., 2015 ), 2) ob-

ain reliable prediction intervals of the response variable ( Heiskary 

nd Bouchard, 2015; Kampichler and Sierdsema, 2018 ), and 3) re- 

eal the limiting effect of the stressor on the response variable via 

he upper boundary of the stressor-response relationship ( Fornaroli 

t al., 2016; Keeley et al., 2012; Youngflesh et al., 2017 ). The up-

er boundary of a stressor-response relationship illustrates the be- 

avior of response variable when the stressor is the limiting factor 

 Cade et al., 1999; Sankaran et al., 2005 ). 

Because the CHL-DMS relationship represents a stressor- 

esponse relationship ( McDowell et al., 2018 ), QR seems applica- 

le and helpful to enhance the understanding of the CHL-DMS re- 

ationship. Considering the recent finding on the shifting nature 

f CHL-DMS relationships ( Deng et al., 2020 ), a simple linear QR 

ight not be adequate. A QR method with the ability to detect a 

hange point is required but has rarely been explored (an explo- 

ation of this approach could be found in Zhou et al. (2015) who 

roposed a sequential change point detection method for linear 

R). 

In this study, we propose a novel Bayesian change point quan- 

ile regression (BCPQR) approach to investigate the CHL-DMS rela- 

ionship in aquatic ecosystems. The BCPQR model integrates two 

ell-developed Bayesian models: a Bayesian change point (BCP) 

odel ( Barry and Hartigan, 1993; Erdman and Emerson, 2007 ) and 

 Bayesian quantile regression (BQR) model ( Benoit and Van den 

oel, 2017; Yu and Moyeed, 2001 ). Both the BCP model ( Beckage 

t al., 2007; Liang et al., 2019; Thomson et al., 2010 ) and the BQR

odel ( Barneche et al., 2016; Uranchimeg et al., 2018; Yu et al., 

019; Zou and Shi, 2020 ) have been recently introduced and ap- 

lied to develop a stressor-response relationship in environmen- 

al and ecological fields. However, to our knowledge, this is the 

rst proposal of BCPQR model in environmental and ecological 

tudies. 

There are several features of the BCPQR model that makes it de- 

irable for ecological investigations. First, the BCPQR model inherits 

dvantages of the BQR model and the BCP model. It is expected to 

e able to provide a complete view on the stressor-response re- 

ationship ( Muller et al., 2018; Xu et al., 2015 ). The detection of 

ny change point in the regression intercept, slopes, and/or vari- 

nce of residuals is possible ( Beckage et al., 2007; Liang et al., 

019 ). Second, the Bayesian framework would provide the conve- 

ience for parameters estimation. We can straightforwardly incor- 

orate the change point into the BQR model structure. Parameter 

stimation of BCPQR model could then be achieved using Markov- 

hain Monte Carlo (MCMC) methods ( Qian et al., 2003 ). Moreover, 

he parameter estimation framework would allow for the calcula- 

ion of probability densities representing the uncertainty of param- 

ters (including the change point and the other model parameters) 

 Ellison, 2004; Gende et al., 2011; Underwood et al., 2017 ). In ad-

ition, based on posterior distributions of parameters, comparing 

arameters is straightforward ( Alameddine et al., 2011; Qian et al., 

009 ). Finally, prior information – if available – could be used dur- 

ng model development ( Ellison, 1996; 2004 ). 
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Our objective was to examine whether or not the BCPQR 

pproach can enhance the understanding of CHL-DMS rela- 

ionships in lakes and seas. We applied the proposed BCPQR 

odel to reevaluate shifting CHL-DMS relationships revealed in 

eng et al. (2020) . We separately fitted BCPQR models at five re- 

ression quantiles. To avoid over confidence in the change point 

odel, a common practice is comparing the change point model 

ith a model without any change point ( Cahill et al., 2015; Liang 

t al., 2019 ). Therefore, we also fitted a BQR model at each regres-

ion quantile and compared performances of the two models as 

 means to select the best model for characterizing the CHL-DMS 

elationship. 

. Materials and methods 

.1. Data source 

Observations of CHL, DMS, and pH in lakes were directly ob- 

ained from Deng et al. (2020) , in which the authors sampled 246 

ites from 100 shallow lakes in China. Locations of these lakes 

ange from 111 ◦E to 122 ◦E in longitude and from 28 ◦N to 39 ◦N in

atitude. CHL concentrations varied widely, ranging from 0.55 μg/L 

o 58 μg/L, with an average of 11.87 μg/L and a standard deviation 

f 10.95 μg/L. The average DMS concentration was 175 ng/L, with 

 standard deviation of 189 ng/L. 

In seas, Deng et al. (2020) complied 426 paired observations of 

HL and DMS from 20 contributors of the Global Surface Seawater 

MS Database ( https://saga.pmel.noaa.gov/dms/ ). The sampling oc- 

urred during 1981 and 2012. According to the contributors table 

Supplementary Table 2 in Deng et al. (2020) ), we found 25, rather 

han 20, contributors meeting the data filtering requirements. In 

ur analysis, all the data from these 25 contributors were included. 

e aggregated data by the sampling year and location (longitude 

nd latitude), so that yearly site-specific averages of CHL and DMS 

ere used to develop the CHL-DMS relationship in seas. The final 

ample size was 497 rather than the 426 in Deng et al. (2020) .

HL concentrations ranged from 0.04 μg/L to 57.71 μg/L, with an 

verage of 3.11 μg/L and a standard deviation of 6.11 μg/L. The av- 

rage DMS concentration was 378 ng/L, with a standard deviation 

f 540 ng/L. Detailed information on the 25 contributors, code for 

ata aggregation, and the aggregated CHL and DMS data can be 

ound in the supplementary materials. 

.2. Model development 

We fitted separate CHL-DMS relationship for lakes and seas at 

ve regression quantiles (0.1, 0.3, 0.5, 0.7, 0.9). We did not ex- 

lore more extreme regression quantiles (e.g., 0.01, 0.05, 0.95 or 

.99) because the uncertainty of estimated parameters increases 

 Scharf et al., 1998 ) with less data available at the tails of distribu-

ion of the response variable. For each regression quantile of a cer- 

ain ecosystem type, we first developed a BQR model and a BCPQR 

odel, respectively. Then, we compared performances of these 

wo models based on the deviance information criterion (DIC) and 

elected the model with better performance as our top-ranked 

odel. Consideration of both models is helpful for the develop- 

ent of a more reliable relationship – compared to relying on ei- 

her model independently ( Cahill et al., 2015 ). In the following sub- 

ections we introduce the BQR model and the BCPQR model. Be- 

ause the estimation of the change point can be straightforwardly 

ncorporated into the modeling framework of the BQR model, we 

id not separately introduce the BCP model. For detailed informa- 

ion on the BCP model, please refer to Beckage et al. (2007) or 

rdman and Emerson (2007) . 
3 
.2.1. Bayesian quantile regression 

A simple linear QR model to estimate the CHL-DMS relationship 

t a specific regression quantile ( p , 0 < p < 1) can be expressed by

q. 1 : 

 i = αp 
0 

+ αp 
1 

x i + ε p 
i 
, (1) 

here y represents the log 10 transformed DMS concentration 

ng/L), x represents the log 10 transformed CHL concentration μg/L), 

nd i is the order of observations. αp 
0 

and αp 
1 

are the regression in- 

ercept and slope at the p quantile, respectively. ε p represents the 

rror. The parameter estimation is based on the minimization of 

eighted sums of absolute deviations ( Koenker and Bassett, 1978; 

uller et al., 2018 ), which can be expressed by Eq. 2 in our case:

min 

0 , α1 

∑ 

i 

ρp 

(
ε p 

i 

)
= min 

α0 , α1 

∑ 

i 

ρp 

(
y i − αp 

0 
− αp 

1 
x i 
)
, (2) 

here ρp is the loss function and can be expressed by Eq. 3 for a

iven value u : 

p ( u ) = u ( p − I ( u < 0 ) ) , (3) 

here I ( u < 0) means the value will be one if u < 0, and zero

therwise. 

The BQR was first proposed by Yu and Moyeed (2001) , in which 

he loss function ( Eq. 3 ) was revealed to be equivalent to the max-

mization of a likelihood function formed by combining indepen- 

ently distributed asymmetric Laplace densities. Since then, asym- 

etric Laplace distribution (ALD) has been widely used for the 

QR model ( Alhamzawi, 2018; Benoit and Van den Poel, 2017 ). 

enefiting from the attractive feature of ALD, the error can be ex- 

ressed by Eq. 4 ( Kotz et al., 2001; Wang et al., 2016; Zou and Shi,

020 ): 

 

p 
i 

= 

1 − 2 p 

p ( 1 − p ) 
W i + 

√ 

2 W i 

δp p ( 1 − p ) 
Z i , (4) 

here δp represents the precision parameter of the ALD, W is an 

xponentially distributed random variable with a rate of δp , and 

 is a random variable with a standard normal distribution. It is 

roth noting that the two random variables, W and Z , are inde- 

endent ( Kotz et al., 2001; Zou and Shi, 2020 ). 

As such, according to Eqs. 1 and 4 , the distribution of y can be

xpressed by Eq. 5 : 

 i ∼ N 

(
αp 

0 
+ αp 

1 
x i + 

( 1 − 2 p ) W i 

p ( 1 − p ) 
, 

2 W i 

δp p ( 1 − p ) 

)
. (5) 

hen, posterior distributions of all the parameters can be deduced 

y Eq. 6 : (
αp 

0 
, αp 

1 
, δp 

)
∝ 

∏ n 
i =1 N 

(
y i ; αp 

0 
+ αp 

1 
x i + 

( 1 −2 p ) W i 

p ( 1 −p ) 
, 

2 W i 

δp p ( 1 −p ) 

)
×π

(
αp 

0 

)
× π

(
αp 

1 

)
× π( W i | δp ) × π( δp ) , 

(6) 

here n is the sample size. As noted by Yu and Moyeed (2001) ,

tandard conjugate prior distributions might not be available. 

owever, according to Eq. 6 , MCMC methods can be easily ap- 

lied to calculate posterior distributions of unknown parameters 

 Chernozhukov and Hong, 2003; Kozumi and Kobayashi, 2011; Lee 

nd Neocleous, 2010; Yu and Moyeed, 2001 ). For more detailed 

ntroductions on the derivation of the BQR model, please refer 

o Yu and Moyeed (2001) , Lancaster and Jun (2009) , or Zou and

hi (2020) . 

.2.2. Bayesian change point quantile regression 

The main functions of BCPQR model used in the CHL-DMS rela- 

ionship development can be expressed by Eq. 7 and Eq. 8 : 

 i = β p 
0 

+ β p 

1 , φp [ i ] 
( x i − cp p ) + ε p 

i 
, (7) 

https://saga.pmel.noaa.gov/dms/


Z. Liang, Y. Liu, Y. Xu et al. Water Research 201 (2021) 117287 

φ

w

w

s

t

t

W

b

c

m

c

fl

r

t

r

t  

l  

b

y

A

B

d

∝

2

t

e

o

c

(  

i

i

t

2

d

m

u

t  

p

f

d

p

i

z

i

s

g

g

a

a

g

s  

c

t

m

t

o

E

p

a

m

d

w

i

B

e

t

p

w

s

e

s

t

C

t

f

a

e

s

s

B

(

f

w

c

c

r

R

s  

m

t

p [ i ] = 

{
1 , x i � cp p 

2 , x i > cp p 
, (8) 

here cp p represent the change point of log 10 transformed CHL, at 

hich the CHL-DMS relationship changes. β1 , 1 and β1 , 2 are regres- 

ion slopes before and after the change point, respectively. φp [ i ] is 

he step function controlling the index of regression slope. β0 is 

he estimated value of log 10 transformed DMS at the change point. 

e did not seek to estimate two different regression intercepts, 

ut used Eq. 7 to make sure the continuity of relationship at the 

hange point. 

Comparing functions of the BCP model with those of BCPQR 

odel, we can find that the major difference is the addition of a 

hange point in the BCPQR model structure. Benefiting from the 

exibility of Bayesian framework, it is straightforward to incorpo- 

ate the estimation of a change point into the parameter estima- 

ion process of the BQR model. Specifically, we can modify the pa- 

ameter estimation process for a Bayesian linear regression model 

o that of a BCP model ( Cahill et al., 2015; Liang et al., 2019 ). Fol-

owing similar steps of Eq. 2 – 4 , we can easily obtain the distri-

ution expression of y in the BCPQR model ( Eq. 9 ): 

 i ∼ N 

( 

β p 
0 
+ β p 

1 , φp [ i ] 
( x i − cp p ) + 

( 1 − 2 p ) W φp [ i ] , i 

p ( 1 − p ) 
, 

2 W φp [ i ] , i 

δp 

φp [ i ] 
p ( 1 − p ) 

) 

. 

(9) 

ccordingly, posterior distributions of all the parameters in the 

CPQR model can be expressed by Eq. 10 , which can be further 

educed using MCMC methods ( Wang et al., 2016 ): 

π
(
β p 

0 
, β p 

1 , 1 
, β p 

1 , 2 
, δp , cp p 

)
 

∏ n 
i =1 N 

(
y i ; β p 

0 
+ β p 

1 , φp [ i ] 
( x i − cp p ) + 

( 1 −2 p ) W φp [ i ] , i 

p ( 1 −p ) 
, 

2 W φp [ i ] , i 

δp p ( 1 −p ) 

)
×π

(
β p 

0 

)
× π

(
β p 

1 , 1 

)
× π

(
β p 

1 , 2 

)
× π

(
W φp [ i ] , i | δp 

φp [ i ] 

)
× π(

δp 

φp [ i ] 

)
× π( cp p ) . 

(10) 

.2.3. Model selection 

To conduct the model selection between the BQR model and 

he BCPQR model, we calculated DIC values for each pair of mod- 

ls. DIC combines a measure of goodness-of-fit and a measure 

f model complexity ( Spiegelhalter et al., 2002 ). DIC is a reliable 

riterion and has been widely used for Bayesian model selection 

 Cahill et al., 2015; Liang et al., 2019; Meyer, 2016 ). A smaller DIC

ndicates a better model. Generally, the model with a smaller DIC 

s strongly supported if the difference of DIC values between the 

wo moddels is larger than 10 ( Ribatet, 2020 ). 

.2.4. Parameter comparisons 

Parameter comparison aims to test whether or not a significant 

ifference exists between two estimated parameters. For Bayesian 

odels, posterior distributions of parameters can be conveniently 

sed to calculate the posterior distribution of the difference be- 

ween two parameters ( Qian et al., 2009 ). In this study, to com-

are the difference of paired parameters, we used 30 0 0 samples 

rom the posterior distributions of the parameters of interest and 

erived the posterior distribution of the difference between the 

arameters being compared. We then calculated the 95% credible 

nterval of the difference and if the 95% credible interval covered 

ero, then we deduced that the two parameters were not signif- 

cantly different. Otherwise, the two parameters were considered 

ignificantly different. 
4 
We used parameter comparisons to examine the equality of re- 

ression slopes at multiple regression quantiles. Classical mean re- 

ression methods, including piecewise regression, should meet the 

ssumption of equal variance ( Cade and Noon, 2003 ). Convention- 

lly, comparing regression slopes of QR models at a range of re- 

ression quantiles is an effective tool to test the equal variance as- 

umption ( Das et al., 2019 ). If all the test results were not signifi-

ant, then the equal variance assumption was assured. Otherwise, 

he assumption was violated and applications of mean regression 

ethods were deemed inappropriate. 

We also compared parameters of BCPQR models for lakes with 

hose for seas. At each regression quantile, we tested differences 

f four regression parameters, including β0 , β1 , 1 , β1 , 2 , and cp in 

q. 7 . In addition to indicating parameter differences, the com- 

arison can also reveal differences between relationships in lakes 

nd those in seas. If any test result was significant, then the 

odel for lakes and that for seas would be considered significantly 

ifferent. 

Based on the results of BCPQR models, we can examine 

hether or not the BCPQR approach can enhance the understand- 

ng of CHL-DMS relationships. Based on previous studies utilizing 

ayesian analysis ( Cahill et al., 2015; Yu and Moyeed, 2001 ) and 

xamining CHL-DMS relationships ( Deng et al., 2020 ), we expected 

hat the BCPQR model would provide new findings on three as- 

ects of the CHL-DMS relationship. Specifically, the BCPQR model 

ould 1) advance the statistical modeling of CHL-DMS relation- 

hips and therefore the inferences that can be made about the 

cological implications of this relationship, 2) elucidate relation- 

hip differences between lakes and seas, and 3) identify factors 

hat might mediate the CHL-DMS relationship. The modeling of 

HL-DMS relationship includes providing a full view of the rela- 

ionship at multiple regression quantiles, reflecting the limiting ef- 

ect of CHL on DMS, and testing the violation of equal variance 

ssumption. Specifically, based on the results of BCPQR models, we 

xpected to be able to: 

• show a relatively complete view of CHL-DMS relationships at 

multiple regression quantiles, reflecting responses across much 

of the DMS distribution; 
• illustrate the limiting effect of CHL on DMS using the upper 

boundary of relationship; 
• test the equality of regression slopes at multiple regression 

quantiles to determine whether or not a mean regression 

method is adequate to develop a reliable CHL-DMS relationship; 
• detect relationships differences between lakes and seas at mul- 

tiple regression quantiles; 
• explore whether or not another variable (i.e. pH) influences the 

limiting effect of CHL on DMS in lakes. 

All computations were conducted using the R software (ver- 

ion 4.0.2, R Core Team, 2020 ). We used the JAGS software (ver- 

ion 4.3.0, Plummer, 2017 ) for parameter estimation of all the 

QR and BCPQR models. We called JAGS from R using the rjags 
 Plummer, 2019 ) and R2jags ( Su and Yajima, 2020 ) packages. Dif- 

use priors were used for all the parameters. We used four chains 

ith random initial values and ran 1,0 0 0,0 0 0 iterations for each 

hain. The first half of the iterations were used for the burn-in pro- 

ess, while the second half were used for summarizing the poste- 

ior distribution. Model convergence was evaluated by the Gelman- 

ubin convergence statistic (R ̂) ( Brooks and Gelman, 1998 ) and as- 

ured by Rˆ< 1.10 ( Filstrup et al., 2017 ). Code for model develop-

ent and parameters estimation are available in the supplemen- 

ary materials. 
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Table 1 

Model comparison results using DIC to compare a Bayesian quantile 

regression (BQR) model and a Bayesian change point quantile regres- 

sion (BCPQR) model for describing CHL-DMS relationships in lakes 

and seas. DIC values are provided for each model and quantile. The 

DIC difference (“BQR - BCPQR”) at each regression quantile was cal- 

culated by subtracting the DIC value of the BQR model from the DIC 

value of the BCPQR model. 

Waterbody Model 

Regression quantile 

0.1 0.3 0.5 0.7 0.9 

Lakes BQR 386.8 348.6 313.2 332.1 335.0 

BCPQR 175.2 226.3 233.1 267.2 275.0 

BQR - BCPQR 211.6 122.3 80.2 64.8 60.0 

Seas BQR 827.6 759.1 712.3 753.1 770.2 

BCPQR 681.3 637.0 624.0 683.6 722.5 

BQR - BCPQR 146.3 122.1 88.4 69.5 47.7 
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. Results 

.1. Model selection 

DIC values for each pair of BQR and BCPQR models at each re- 

ression quantile in lakes or seas are summarized in Table 1 . The 

IC difference was calculated by subtracting the DIC value of the 

QR model from the DIC value of BCPQR model. For all model 

airs, the BCPQR model had a much smaller DIC value compared 

ith the BQR model (DIC differences > 47 for all comparisons; 

able 1 ). According to Ribatet (2020) , a DIC difference larger than 

0 indicates that the model with a larger DIC value has no sup- 

ort relative to the model with the lowest DIC value. Therefore, 

IC results support the BCPQR model for describing the CHL-DMS 

elationship at all regression quantiles and in both lakes and seas. 

.2. Parameter estimation 

Because the BCPQR model was the top-ranked model based on 

IC, we only reported parameter estimates for the BCPQR mod- 

ls. Posterior distributions of the four key parameters are shown 

n Fig. 1 . Because regression slopes were all positive before the 

hange point and post-change point slopes were all negative, the 

egression parameter, β0 , can be interpreted as the maximum of 

og 10 DMS at the corresponding regression quantile according to 

q. 7 , as noted in Fig. 1 a. The parameter β0 increased with increas-

ng regression quantile, which is expected because the observed 

MS should be greater at higher quantiles. From the 0.1 quantile 

o the 0.9 quantile, the posterior mean of β0 increases from 2.08 

o 2.98 for lakes and from 2.16 to 3.26 for seas, corresponding to 

n average increase of DMS from 120 ng/L to 955 ng/L for lakes 

nd from 145 ng/L to 1820 ng/L for seas. 

As for the estimated change points of log 10 CHL ( cp , Fig. 1 b),

osterior means ranged from 0.656 to 0.828. This corresponds to 

HL concentrations on the raw scale of 4.53 μg/L and 6.73 μg/L, 

hich is a relatively narrow range. Comparing change points of 

CPQR models for lakes and those for seas, there are large over- 

aps in posterior distributions at all the regression quantiles and 

he posterior means of the change points are very similar, except 

or those at the 0.1 regression quantile. 

Posterior means of the slopes before the change point for lakes 

aried substantially with regression quantile, while those for seas 

ere relatively stable ( Fig. 1 c). Estimates for lakes are also more 

ncertain compared to estimates for seas. However, for the slopes 

fter the change point, the opposite is true. That is, the posterior 

eans of slopes after the change point for lakes were relatively 

table, while those for seas varied with regression quantile and are 

ore uncertain ( Fig. 1 d). In addition, for seas, the absolute value of

lopes increases before the change point with increasing regression 
5 
uantile ( Fig. 1 c) and decreases after the change point ( Fig. 1 d).

or lakes, before the change point, the regression slope decreases 

xcept at the 0.9 quantile ( Fig. 1 c). After the change point, the re-

ression slopes show no apparent pattern ( Fig. 1 d). 

. Discussion 

.1. Relationships at multiple regression quantiles 

While a mean regression method, e.g., the piecewise linear re- 

ression used in Deng et al. (2020) , focuses on the mean of DMS 

istribution, the BCPQR model revealed a more complete view of 

he CHL-DMS relationships at multiple regression quantiles ( Fig. 2 ), 

hus allowing for a more thorough understanding of the response 

f DMS to changes in CHL across the DMS distribution. 

In practice, it is difficult to obtain the true upper boundary of 

he relationship due to the lack of data at the tail ends of the 

istribution. However, the model at an upper regression quantile 

rovides a reasonable approximation of the true upper boundary 

 Cade et al., 1999 ). Therefore, if we are interested in the upper

oundary of the CHL-DMS relationship, which generally represents 

he limiting effect of CHL on DMS, we can set the regression quan- 

ile to be 0.9 (top curves in Fig. 2 a & b). Similarly, we could explore

he relationship at the 0.1 quantile if we want to explore the rela- 

ionship when DMS is mainly limited by factors other than CHL. 

urthermore, combining prediction results at the 0.1 and 0.9 quan- 

iles results in the 80% prediction interval of the DMS distribution, 

f the range of the DMS distribution is of interest. 

It is also convenient to conduct uncertainty analysis for regres- 

ion parameters ( Fig. 1 ) and for predicted DMS values (shaded re- 

ions in Fig. 2 ). In addition, the results provide a visual compari- 

on of relationship differences at multiple regression quantiles. For 

he relationship in seas, DMS increases faster before the change 

oint, but reduces slower after the change point with increasing 

egression quantile ( Fig. 2 b, also revealed by the parameter estima- 

ion results in Fig. 1 ). The CHL-DMS relationship in lakes varies but 

hows no monotonic trend with the change of regression quantile 

 Fig. 2 a). The variations among regression slopes ( Fig. 1 ) and the

elationship differences at multiple regression quantiles ( Fig. 2 ) re- 

ect varied responses to CHL among different parts of DMS dis- 

ribution. These observed differences in CHL-DMS relationships at 

ifferent quantiles and before and after change points highlights 

he fact that multiple mechanisms and processes are likely in- 

olved in governing CHL-DMS dynamics and that these drivers may 

iffer between seas and lakes. Currently, we do not have specific 

ypotheses regarding what drivers might be involved; however, 

dentifying primary drivers and if these drivers vary in importance 

s a function of CHL or DMS concentrations represents an area of 

eaningful future research. 

.2. Limiting effect of CHL on DMS 

The theoretical basis of limiting effect comes from Liebigs 

aw of the minimum, in which a limiting factor is the one 

east available among those factors affecting the response variable 

 Cade et al., 1999 ). In our analysis, the limiting effect is when CHL

s the limiting factor of DMS – which can be illustrated by the 

pper quantile of the CHL-DMS relationship ( Fig. 3 ). In contrast, 

iecewise linear regression results (solid lines in Fig. 3 ) cannot 

uantify such a limiting effect ( Cade et al., 1999 ). 

Following common practice of QR ( Joseph et al., 2016; Keeley 

t al., 2012; Mönkkönen et al., 2017 ), we employed the relation- 

hip deduced by the BCPQR model at the 0.9 regression quantile 

s the upper boundary of CHL-DMS relationship to reflect the lim- 

ting effect of CHL on DMS. We back-transformed log CHL and 
10 
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Fig. 1. Posterior summaries of BCPQR model parameters at multiple regression quantiles for lakes (grey symbols) and seas (black symbols). Solid points represent posterior 

means, while the thin and thick lines represent the 50% and 95% credible intervals, respectively. 
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og 10 DMS to their raw scales ( Fig. 3 ). On the raw scales, the dif-

erence between the upper boundary of CHL-DMS relationship in 

akes and that in seas is apparent. The upper boundary in seas 

s much greater than that in lakes. In addition, before the change 

oint, DMS increases more sharply with an increase in CHL in seas 

hen compared to that in lakes. Both upper boundaries are right 

kewed, which means with the increase of CHL, DMS increases 

aster before the change point and then decreases slower after the 

hange point. 

.3. Equality of regression slopes 

The examination of equality of regression slopes can determine 

hether or not a mean regression method violates the equal vari- 

nce assumption ( Das et al., 2019 ). Parameter differences of paired 

lopes are shown in Fig. 4 . For slope differences of BCPQR models 

n seas, 95% credible intervals of several paired slopes (e.g., “0.5–

.1” in Fig. 4 a and “0.9–0.1” in Fig. 4 b) do not cover zero, indicating

ignificant differences. Therefore, the equal variance assumption is 

iolated. That is, mean regression methods are not appropriate for 

eveloping the CHL-DMS relationship in seas. Although some mean 

egression methods could be used to deduce some quantiles of the 

MS distribution ( Borsuk et al., 2002 ), it can be problematic when 
6 
rying to predict some quantiles of DMS distribution using a mean 

egression method because of the violation of the equal variance 

ssumption ( Cade and Noon, 2003; Das et al., 2019 ). 

For the lake model, there were no significant differences be- 

ween paired slopes ( Fig. 4 ). However, the sample size is relatively 

mall and uncertainties of regression slopes were large ( Fig. 1 c 

 d), which contributed to the insignificance of parameter differ- 

nces. Before additional data are included to further confirm re- 

ults of parameter differences, piecewise linear regression methods 

ight be used with caution for the development of CHL-DMS rela- 

ionship in lakes. 

While the piecewise linear regression method might not be ap- 

ropriate for the development of CHL-DMS relationship in seas, the 

CPQR model is not constrained by the equal variance assumption 

 Cade and Noon, 2003 ) and thereby can be used as a reliable and

obust tool for DMS prediction. Because the median regression is a 

obust alternative to ordinary linear regression ( Koenker and Hal- 

ock, 2001 ), the BCPQR model at the 0.5 regression quantile can act 

s an effective alternative to the piecewise linear regression. In ad- 

ition, because of the violation of equal variance assumption, the 

iecewise linear regression should not be used to deduce predicted 

uantiles of the DMS distribution ( Das et al., 2019 ); whereas, re- 
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Fig. 2. Estimated fitted lines of the CHL-DMS relationship from the BCPQR model for lakes (a) and for seas (b). From bottom to top, dashed lines represent posterior means 

of predicted log 10 DMS at the 0.1, 0.3, 0.5, 0.7, and 0.9 quantiles. The corresponding shaded region represent the 50% credible intervals. We show the 50% credible intervals to 

improve visual interpretation. For the 95% credible intervals, please refer to Fig. S1. Solid lines are results of piecewise regression (obtained using the segmented package 

in R ( Muggeo, 2008 )), which are close to coresponding lines of BCPQR models at the 0.5 regression quantile. 

Fig. 3. The limiting effect of CHL on DMS estimated by the CHL-DMS relationship at the 0.9 regression quantile in lakes (a) and in seas (b). Lines represent means of 

predicted DMS concentrations. The corresponding shaded regions represent the 95% credible intervals of predicted DMS concentrations. For comparison, solid lines are 

piecewise linear regression results of the log 10 CHL − log 10 DMS relationship obtained using the segmented package in R ( Muggeo, 2008 ). 
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iable intervals of predicted DMS distributions are possible using 

he BCPQR model ( Heiskary and Bouchard, 2015; Kampichler and 

ierdsema, 2018 ). 

.4. Relationship differences between lakes and seas 

We compared the CHL-DMS relationships in lakes to those in 

eas by comparing the parameters of the BCPQR models at mul- 
7 
iple regression quantiles ( Fig. 5 ). The parameter comparisons pro- 

ide statistical evidence that the CHL-DMS relationship does in fact 

iffer between lakes and seas. Considering that β0 in the BCPQR 

odel represents a log 10 transformed DMS concentration ( Eq. 7, 

ig. 1 a), when calculating the difference, we retransformed β0 to 

he raw unit of DMS (ng/L, Fig. 5 a). With increasing regression 

uantile, the difference of maximum DMS increases. Specifically, 

t the 0.7 and 0.9 quantiles, posterior means of the differences are 
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Fig. 4. Posterior summaries of differences between slopes estimated at different quantiles for lakes (grey symbols) and seas (black symbols). Labels on the y -axis represent 

corresponding regression quantiles of BCPQR models, whose slopes are compared. For example, “0.9–0.7” means the posterior difference is calculated by subtracting the slope 

at the 0.7 quantile from the slope at the 0.9 quantile. A dashed line at zero is added to aid interpretation. Solid points represent posterior means of the differences. The 

thin and thick lines represent the 50% and 95% credible intervals, respectively. Differences in slopes with 95% credible intervals that do not overlap with zero are considered 

significantly different. 
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ore than 500 ng/L (DMS concentratons in seas are higher than in 

akes), which are large considering the average DMS concentrations 

or lakes and seas are only 175 ng/L and 378 ng/L, respectively. 

We also retransformed the cp parameter into the raw units of 

HL concentration μg/L) to calculate differences between change 

oints for the lake and seas models ( Fig. 5 b). We found no signifi-

ant differences. Particularly, posterior means of differences were 

lose to zero, ranging from -1.78 μg/L to 0.59 μg/L. Also, for 

ach ecosystem type, tests on paired cp values showed no sig- 

ificant differences for all combinations of regression quantiles 

Fig. S2). These results indicate that the change point of CHL at 

hich the CHL-DMS relationship changes is consistent at multi- 

le regression quantiles and for different ecosystem types. While 

eng et al. (2020) revealed that change points were very close for 

akes and seas using the piecewise linear regression method, we 

onfirmed this conclusions at multiple regression quantiles based 

n results from the BCPQR models. It is worth emphasizing, as 

reviously mentioned, that despite the relatively consistent loca- 

ion of CHL change points, corresponding DMS concentrations are 

ubstantially different at some regression quantiles ( Fig. 5 a). 

Before the change point, regression slopes of BCPQR models for 

akes are significantly larger than those for seas, except for those at 

he 0.7 regression quantile ( Fig. 5 c). While Deng et al. (2020) found
8 
hat the slope before the change point for lakes were almost twice 

s large as the value for seas (1.22 and 0.62, respectively), our re- 

ults show that the ratio is not as simple as two at varied quan- 

iles. According to the results of BCPQR models ( Fig. 1 c), the ratio

ould be 4.3, 2.7, 2.4, 2.0, and 2.8 for the five regression quan- 

iles from 0.1 to 0.9, respectively. As for regression slopes after the 

hange point, the only significant difference was at the 0.1 regres- 

ion quantile ( Fig. 5 d). 

Considering significant differences of some regression parame- 

ers between models for lakes and those for seas, we conclude that 

he CHL-DMS relationship in lakes and that in seas are different 

t each regression quantile, despite the consistency of CHL change 

oints. Obviously, the piecewise linear regression method cannot 

eveal the consistency of CHL change points for lakes and seas and 

annot examine parameter and relationship differences at multiple 

egression quantiles. 

The CHL-DMS relationship differences between lakes and seas 

ndicates that some drivers or processes controlling the emis- 

ion of DMS are likely to be different in lakes and seas. 

eng et al. (2020) revealed the effect of pH on the CHL-DMS re- 

ationship in lakes and also extended the finding to seas. How- 

ver, based on our results, currently, transferring any potential 

echanisms controlling DMS in either lake or sea ecosystems 
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Fig. 5. Posterior summaries of differences between parameter estimates for lakes and seas from BCPQR models. The posterior difference was calculated by subtracting the 

parameter estimate for seas from the parameter estimate for lakes. A dashed line at zero is added to aid interpretation. Solid points represent posterior means of the 

difference between lakes and seas. The thin and thick lines represent the 50% and 95% credible intervals, respectively. Differences in parameters with 95% credible intervals 

that do not overlap with zero are considered significantly different. 
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nto the other ecosystem may be misleading. A possible explana- 

ion for the ecosystem-dependent relationship might be the differ- 

nce in salinity between lakes and seas, with DMS emission likely 

ncreasing with increasing salinity concentrations ( Gibson et al., 

991; Taalba et al., 2013 ) – concentrations that promote the pro- 

uction of dimethylsulfoniopropionate (major precursor for DMS) 

 Curson et al., 2017 ) Importantly, however, additonal efforts are 

eeded to explore drivers and processes leading to the relationship 

ifferences between lakes and seas. 

.5. Impact of pH on CHL-DMS relationship 

The pH was emphasized to be the key factor impacting the 

HL-DMS relationship in Deng et al. (2020) . Specifically, the emis- 

ion of DMS would increase with increasing CHL when pH < 8.1, 

nd would decease when pH 8.1 ( Deng et al., 2020 ). We reevalu-

ted the effect of pH on the limiting effect of CHL on DMS. We 

rst defined a term, emission potential, to represent the difference 

etween the maximum emission (when DMS was solely limited 

y CHL) and observed DMS emission. The emission potential can 
9 
e calculated by the predicted upper boundary minus observed 

MS values. Next, assuming that pH is the key factor impacting 

MS emission, pH should explain a large proportion of variation 

f emission potential. Specifically, since the pH threshold value fa- 

oring DMS emission is 8.1, the emission potential of DMS should 

ecrease with increasing pH when pH < 8.1, and should increase 

ith additional increases in pH when pH 8.1. That is, the observed 

MS should become closer to the upper boundary and the emis- 

ion potential should become smaller when pH approaches 8.1. 

To examine whether or not the above assumption was rea- 

onable, we used the predicted DMS emissions deduced from the 

CPQR model for lakes at the 0.9 regression quantile minus the 

bserved DMS concentrations to reflect the emission potential of 

MS ( Fig. 6 ). Surprisingly, we found that pH does not explain sig- 

ificant variation in the DMS emission potential. The assumption 

hat pH is a key factor impacting the CHL-DMS relationship is not 

upported by our results. 

Although there is a significant change point of pH in the pH- 

MS relationship (refer to Fig. 1 c in Deng et al. (2020) ), consid-
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Fig. 6. The effect of pH on the emission potential of DMS in lakes. The emission potential is calculated by the predicted upper boundary (relationship deduced by the BCPQR 

model at the 0.9 regression quantile) minus the observed DMS value. Observed pH values were not available for seas, so the corresponding analysis was not performed. 
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ring the obvious positive pH-CHL correlation (refer to Fig. 1 d in 

eng et al. (2020) ) and that CHL can be a causal variable impact-

ng both pH and DMS ( Charlson et al., 1987; Nakano and Watan- 

be, 2005 ), the causal effect of pH on the CHL-DMS relationship 

hange point is likely a result of a statistical correlation resulting 

rom a shared environmental driver (i.e., CHL drives DMS and pH). 

owever, it is hard to distinguish the causal effect from correlation 

sing a mean regression method. By contrast, the BCPQR model is 

 useful tool for such an analysis by introducing the emission po- 

ential and linking it to the possible driver. Note that the calcula- 

ion of emission potential relies on the upper boundary deduced 

rom the BCPQR model. 

.6. Implications for understanding CHL-DMS relationships 

In this study, we proposed a novel BCPQR model to quantify 

he CHL-DMS relationship in aquatic ecosystems. Here, we sum- 

arize how the BCPQR approach enhanced the understanding of 

hifting CHL-DMS relationships by comparing it with the applica- 

ion of piecewise regression method: 

• BCPQR models provided a relatively complete view of shifting 

CHL-DMS relationships at multiple regression quantiles, rather 

than only focusing on the mean of the DMS distribution, as 

done with piecewise linear regression. 
• The upper boundary of the relationship was quantified by the 

BCPQR model at the 0.9 regression quantile, while the piece- 

wise regression cannot show such an effect. 
• We revealed that the equal variance assumption was violated 

when applying piecewise linear regression in seas, while the 

BCPQR model could be employed to predict different parts (e.g., 

the median or an interval) of the DMS distribution without be- 

ing constrained by this assumption. 
• We found consistency in change points of the CHL-DMS rela- 

tionships for lakes and seas. However, CHL-DMS relationships 

in lakes and seas were substantially different at all regression 

quantiles. As such, we caution against transferring results and 

inferences from one ecoystem type to another. 
• According to the upper boundary of CHL-DMS relationship, we 

introduced and calculated the emission potential of DMS. Us- 

ing this metric, we showed that pH was not likely to be the 

key factor impacting the CHL-DMS relationship in lakes. While 

piecewise linear regression cannot distinguish causality from 
10 
correlation, the application of BCPQR model might be helpful 

for causality detection. 

.7. Generalizations of the proposed approach 

In practice, shifting stressor-response relationsships, e.g., the 

ump-shaped stressor-response relationship or other shapes of 

tressor-response relationship with a change point (e.g., the sign 

emains the same, but the magnitude of regression slope changes), 

re not rare in ecology ( Keeley et al., 2012; Liang et al., 2019; Wag-

er and Midway, 2014 ). Most commonly, mean regression meth- 

ds, such as the piecewise regression, have been applied to detect 

he change point and develop the shifting stressor-response rela- 

ionship ( Massicotte et al., 2017; Wang et al., 2017 ). In this study, 

e made a step forward in modeling shifting stressor-response 

elationships in environmental and ecological research. We have 

emonstrated that the BCPQR model is an effective tool to under- 

tand a shifting stressor-response relationship by identifying the 

hange point, providing a complete view on the relationship across 

he distribution of the response variable, examining significance of 

arameter differences, making robust predictions, and conducting 

ncertainty analysis. 

Moreover, benefiting from the flexibility of Bayesian framework, 

he BCPQR model can be easily modified, which will allow for it 

o be broadly applied in ecological investigations. Potential modifi- 

ations to the BCPQR model to address other ecological questions 

nclude: 

• Detecting change points over time. Time could be added as the 

predictor to estimate a temporal change point, similar to what 

Cahill et al. (2015) did for a BCP model. 
• Multivariate regression. Adding other predictor variables and 

modeling change points is straightforward under a Bayesian 

framework ( Liang et al., 2019 ). 
• Detecting multiple change points. The model can be modified 

to accommodate multiple change points, which has been done 

using other modeling approaches ( Beaulieu et al., 2009; Jochner 

and Menzel, 2015 ). 
• Binary or discrete response variables. The CHL-DMS relationship 

is a continuous response case. In environmental and ecological 

studies, the response variable is often binary or discrete (e.g., 

count data) ( Wagner and Midway, 2014 ). Since the BQR model 

can accommodate binary or discrete response variables ( Benoit 
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and Van den Poel, 2017; Lee and Neocleous, 2010 ), the BCPQR 

model can as well. 
• Hierarchical modeling. The hierarchical structure of regression 

parameters (e.g., regression slopes before and after the change 

point) can be incorporated into the modeling, as in a hierarchi- 

cal BCP model ( Authier et al., 2011; Thomson et al., 2010 ). 

Therefore, the proposed BCPQR model is expected to have 

reat potential for generalizing to other ecological questions, which 

ill help to better understand shifting stressor-response relation- 

hips in environmental and ecological studies. Note that several 

ther QR methods, such as polynomial regression ( Fornaroli et al., 

016; Youngflesh et al., 2017 ), spline smoothing ( Keeley et al., 

012 ), quantile regression forest ( Kampichler and Sierdsema, 2018; 

eronesi and Schillaci, 2019 ), and quantile regression neural net- 

orks ( Cannon, 2011 ) can be used to fit a nonlinear stressor- 

esponse relationship and thereby might be applicable to the de- 

elopment of a shifting CHL-DMS relationship. Compared with 

hese methods, the BCPQR model is parameterized to have fewer 

arameters, which can effectively avoid over fitting. 

The novelty of our research is due to two primary factors: the 

roposal of the novel BCPQR model and the enhanced understand- 

ng of CHL-DMS relationships. In this study, for the first time, 

e integrated the BCP model and the BQR model to reveal shift- 

ng stressor-response relationships at multiple regression quantiles. 

he proposal of the novel approach thereby contributes to the re- 

earch field of environmental and ecological modeling. We applied 

ur novel model to reevaluate published CHL-DMS relationships in 

quatic ecosystems, by which we found several meaningful and in- 

ightful findings regarding the CHL-DMS relationship insight that 

ould not be possible using a traditional piecewise linear regres- 

ion approach. The insight derived from the proposed approach 

ay also help improve overall estimates of DMS emission from 

quatic ecosystems. 

. Conclusions 

Integrating the BCP model and the BQR model, we proposed a 

ovel BCPQR model that was able to detect a change point in the 

R. We employed the proposed approach to investigate the CHL- 

MS relationship in aquatic ecosystems. We revealed new findings 

n the CHL-DMS relationship modeling, relationship differences be- 

ween lakes and seas, and factors impacting the CHL-DMS relation- 

hip. We thereby concluded that the BCPQR model could indeed 

nhance the understanding of shifting CHL-DMS relationship. We 

elieve that the BCPQR approach can be generalized to other cases 

here shifting stressor-response relationships are observed. 

eclaration of Competing Interest 

The authors declare that they have no known competing finan- 

ial interests or personal relationships that could have appeared to 

nfluence the work reported in this paper. 

cknowledgments 

We would like to thank the editor and reviewers for their in- 

ightful and detailed comments and suggestions. We appreciate 

he kind help on the Bayesian quantile regression model from Dr. 

ingrong ZOU (Beijing Information Science and Technology Univer- 

ity), Dr. Shanshan WANG (Beihang University), and Dr. Yang YU 

Beihang University). We are grateful to helpful suggestions in pre- 

eviews by Dr. Wei GAO (Guangdong University of Technology) and 

r. Christopher Thomas Filstrup (University of Minnesota Duluth). 

his research was funded by the Ministry of Science and Technol- 

gy of China (MSTC) with National Key Research and Development 
11 
rogram ( 2017YFE01190 0 0 ) and National Science Foundation ( EF- 

638679 , EF-1638554 , EF-1638539 , and EF-1638550 ). Any use of 

rade, firm, or product names is for descriptive purposes only and 

oes not imply endorsement by the U.S. Government. 

upplementary material 

Supplementary material associated with this article can be 

ound, in the online version, at doi: 10.1016/j.watres.2021.117287 

eferences 

lameddine, I., Qian, S.S., Reckhow, K.H., 2011. A Bayesian changepoint–threshold 
model to examine the effect of TMDL implementation on the flow–nitrogen 

concentration relationship in the neuse river basin. Water Res. 45 (1), 51–62. 
doi: 10.1016/j.watres.2010.08.003 . 

lhamzawi, R. , 2018. Brq: an r package for Bayesian quantile regression. Working 

Paper . 
nderson, T., Spall, S., Yool, A., Cipollini, P., Challenor, P., Fasham, M., 2001. Global 

fields of sea surface dimethylsulfide predicted from chlorophyll, nutrients and 
light. J. Mar. Syst. 30 (1–2), 1–20. doi: 10.1016/s0924-7963(01)0 0 028-8 . 

uthier, M., Martin, C., Ponchon, A., Steelandt, S., Bentaleb, I., Guinet, C., 2011. 
Breaking the sticks: a hierarchical change-point model for estimating onto- 

genetic shifts with stable isotope data. Methods Ecol. Evol. 3 (2), 281–290. 

doi: 10.1111/j.2041-210x.2011.00162.x . 
arneche, D.R., Kulbicki, M., Floeter, S.R., Friedlander, A.M., Allen, A.P., 2016. Ener- 

getic and ecological constraints on population density of reef fishes. Proceed. 
Roy. Soc. B 283 (1823), 20152186. doi: 10.1098/rspb.2015.2186 . 

arry, D., Hartigan, J.A., 1993. A Bayesian analysis for change point problems. J. Am. 
Stat. Assoc. 88 (421), 309–319. doi: 10.1080/01621459.1993.10594323 . 

ates, T.S., Kiene, R.P., Wolfe, G.V., Matrai, P.A., Chavez, F.P., Buck, K.R., 
Blomquist, B.W., Cuhel, R.L., 1994. The cycling of sulfur in surface seawater of 

the northeast pacific. J. Geophys. Res. 99 (C4), 7835. doi: 10.1029/93jc02782 . 

eaulieu, C., Seidou, O., Ouarda, T.B.M.J., Zhang, X., 2009. Intercomparison of ho- 
mogenization techniques for precipitation data continued: comparison of two 

recent Bayesian change point models. Water Resour. Res. 45, W08410. doi: 10. 
1029/20 08wr0 07501 . 

eckage, B., Joseph, L., Belisle, P., Wolfson, D.B., Platt, W.J., 2007. Bayesian change- 
point analyses in ecology. New Phytol. 174 (2), 456–467. doi: 10.1111/j.1469-8137. 

2007.01991.x . 

enoit, D.F., Van den Poel, D., 2017. BayesQR: a Bayesian approach to quantile re- 
gression. J. Stat. Softw. 76 (7), 1–32. doi: 10.18637/jss.v076.i07 . 

orsuk, M.E., Stow, C.A., Reckhow, K.H., 2002. Predicting the frequency of water 
quality standard violations: a probabilistic approach for TMDL development. 

Environ. Sci. Technol. 36 (10), 2109–2115. doi: 10.1021/es011246m . 
rooks, S.P., Gelman, A., 1998. General methods for monitoring convergence of iter- 

ative simulations. J. Comput. Graph. Stat. 7 (4), 434–455. doi: 10.1080/10618600. 

1998.10474787 . 
ade, B.S., Noon, B.R., 2003. A gentle introduction to quantile regression for 

ecologists. Front. Ecol. Environ. 1 (8), 412–420. doi: 10.1890/1540-9295(2003) 
001[0412:agitqr]2.0.co;2 . 

ade, B.S., Terrell, J.W., Porath, M.T., 2008. Estimating fish body condition with 
quantile regression. North Am. J. Fish. Manage. 28 (2), 349–359. doi: 10.1577/ 

m07-048.1 . 

ade, B.S., Terrell, J.W., Schroeder, R.L., 1999. Estimating effects of limiting 
factors with regression quantiles. Ecology 80 (1), 311–323. doi: 10.1890/ 

0012-9658(1999)080[0311:eeolfw]2.0.co;2 . 
ahill, N., Rahmstorf, S., Parnell, A.C., 2015. Change points of global temperature. 

Environ. Res. Lett. 10 (8), 084002. doi: 10.1088/1748-9326/10/8/084002 . 
annon, A.J., 2011. Quantile regression neural networks: implementation in r and 

application to precipitation downscaling. Comput. Geosci. 37 (9), 1277–1284. 

doi: 10.1016/j.cageo.2010.07.005 . 
harlson, R.J., Lovelock, J.E., Andreae, M.O., Warren, S.G., 1987. Oceanic phytoplank- 

ton, atmospheric sulphur, cloud albedo and climate. Nature 326 (6114), 655–
661. doi: 10.1038/326655a0 . 

hernozhukov, V., Hong, H., 2003. An MCMC approach to classical estimation. J. 
Econom. 115 (2), 293–346. doi: 10.2139/ssrn.420371 . 

ropp, R., Gabric, A., van Tran, D., Jones, G., Swan, H., Butler, H., 2018. Coral reef

aerosol emissions in response to irradiance stress in the Great Barrier Reef, Aus- 
tralia. Ambio 47 (6), 671–681. doi: 10.1007/s13280- 018- 1018- y . 

urson, A.R.J., Liu, J., Martínez, A.B., Green, R.T., Chan, Y., Carrión, O., Williams, B.T., 
Zhang, S.-H., Yang, G.-P., Page, P.C.B., Zhang, X.-H., Todd, J.D., 2017. Dimethyl- 

sulfoniopropionate biosynthesis in marine bacteria and identification of the key 
gene in this process. Nat. Microbiol. 2, 17009. doi: 10.1038/nmicrobiol.2017.9 . 

as, K., Krzywinski, M., Altman, N., 2019. Quantile regression. Nat. Methods 16 (6), 
451–452. doi: 10.1038/s41592- 019- 0406- y . 

eng, X., Chen, J., Hansson, L.-A., Zhao, X., Xie, P., 2020. Eco-chemical mechanisms 

govern phytoplankton emissions of dimethylsulfide in global surface waters. 
Natl. Sci. Rev. 8 (2), nwaa140. doi: 10.1093/nsr/nwaa140 . 

llison, A.M., 1996. An introduction to Bayesian inference for ecological research 
and environmental decision-making. Ecol. Appl. 6 (4), 1036–1046. doi: 10.2307/ 

2269588 . 

https://doi.org/10.13039/501100008804
https://doi.org/10.13039/501100012166
https://doi.org/10.13039/501100012166
https://doi.org/10.13039/501100001809
https://doi.org/10.1016/j.watres.2021.117287
https://doi.org/10.1016/j.watres.2010.08.003
http://refhub.elsevier.com/S0043-1354(21)00485-1/sbref0002
http://refhub.elsevier.com/S0043-1354(21)00485-1/sbref0002
https://doi.org/10.1016/s0924-7963(01)00028-8
https://doi.org/10.1111/j.2041-210x.2011.00162.x
https://doi.org/10.1098/rspb.2015.2186
https://doi.org/10.1080/01621459.1993.10594323
https://doi.org/10.1029/93jc02782
https://doi.org/10.1029/2008wr007501
https://doi.org/10.1111/j.1469-8137.2007.01991.x
https://doi.org/10.18637/jss.v076.i07
https://doi.org/10.1021/es011246m
https://doi.org/10.1080/10618600.1998.10474787
https://doi.org/10.1890/1540-9295(2003)001[0412:agitqr]2.0.co;2
https://doi.org/10.1577/m07-048.1
https://doi.org/10.1890/0012-9658(1999)080[0311:eeolfw]2.0.co;2
https://doi.org/10.1088/1748-9326/10/8/084002
https://doi.org/10.1016/j.cageo.2010.07.005
https://doi.org/10.1038/326655a0
https://doi.org/10.2139/ssrn.420371
https://doi.org/10.1007/s13280-018-1018-y
https://doi.org/10.1038/nmicrobiol.2017.9
https://doi.org/10.1038/s41592-019-0406-y
https://doi.org/10.1093/nsr/nwaa140
https://doi.org/10.2307/2269588


Z. Liang, Y. Liu, Y. Xu et al. Water Research 201 (2021) 117287 

E  

E  

E  

 

F

F

F

G

G

G

G

G  

 

H

I

J

J

K

K

K

K

K

K  

K

K

L

L

L

L

L

L  

L  

L

M

M

M

M

M

M

M

N

N  

N

P

P

Q

Q

Q

R

R

S

S

S

S

S

S

 

S

S

llison, A.M., 2004. Bayesian inference in ecology. Ecol. Lett. 7 (6), 509–520. doi: 10.
1111/j.1461-0248.20 04.0 0603.x . 

rdman, C. , Emerson, J.W. , 2007. bcp: an r package for performing a Bayesian anal-
ysis of change point problems. J. Stat. Softw. 23 (3), 1–13 . 

yice, Ö., Namura, M., Chen, Y., Mead, A., Samavedam, S., Schäfer, H., 2015. SIP
Metagenomics identifies uncultivated methylophilaceae as dimethylsulphide de- 

grading bacteria in soil and lake sediment. ISME J. 9 (11), 2336–2348. doi: 10.
1038/ismej.2015.37 . 

ilstrup, C.T., Wagner, T., Oliver, S.K., Stow, C.A., Webster, K.E., Stanley, E.H., Down- 

ing, J.A., 2017. Evidence for regional nitrogen stress on chlorophyll a in lakes 
across large landscape and climate gradients. Limnol. Oceanogr. 63 (S1), S324–

S339. doi: 10.1002/lno.10742 . 
ornaroli, R., Cabrini, R., Zaupa, S., Bettinetti, R., Ciampittiello, M., Boggero, A., 2016. 

Quantile regression analysis as a predictive tool for lake macroinvertebrate bio- 
diversity. Ecol. Indic. 61, 728–738. doi: 10.1016/j.ecolind.2015.10.024 . 

roelichd, P.N., Kaula., L.W., Byrdb, J.T., Andreaed, M.O., Roec, K.K., 1985. Arsenic, bar- 

ium, germanium, tin, dimethylsulfide and nutrient biogeochemistry in charlotte 
harbor, florida, a phosphorus-enriched estuary. Deep Sea Res. Part B 32 (12), 

1014. doi: 10.1016/0198- 0254(85)93774- 4 . 
alí, M., Devred, E., Levasseur, M., Royer, S.-J., Babin, M., 2015. A remote sensing 

algorithm for planktonic dimethylsulfoniopropionate (DMSP) and an analysis of 
global patterns. Remote Sens. Environ. 171, 171–184. doi: 10.1016/j.rse.2015.10. 

012 . 

ao, N., Yang, G.-P., Zhang, H.-H., Liu, L., 2017. Temporal and spatial variations of 
three dimethylated sulfur compounds in the changjiang estuary and its adja- 

cent area during summer and winter. Environ. Chem. 14 (3), 160. doi: 10.1071/ 
en16158 . 

ende, S.M., Hendrix, A.N., Harris, K.R., Eichenlaub, B., Nielsen, J., Pyare, S., 2011. 
A Bayesian approach for understanding the role of ship speed in whale–ship 

encounters. Ecol. Appl. 21 (6), 2232–2240. doi: 10.1890/10-1965.1 . 

ibson, J.A., Garrick, R.C., Franzmann, P.D., Deprez, P.P., Burton, H.R., 1991. Reduced 
sulfur gases in saline lakes of the Vestfold Hills, Antarctica. Palaeogeogr Palaeo- 

climatol Palaeoecol 84 (1–4), 131–140. doi: 10.1016/0031-0182(91)90040-x . 
ondwe, M., Krol, M., Gieskes, W., Klaassen, W., de Baar, H., 2003. The contribution

of ocean-leaving DMS to the global atmospheric burdens of DMS, MSA, SO 2 , and
NSS SO = 4 . Global Biogeochem. Cycle. 17 (2), 1056. doi: 10.1029/20 02gb0 01937 . 

eiskary, S.A., Bouchard, R.W., 2015. Development of eutrophication criteria for 

minnesota streams and rivers using multiple lines of evidence. Freshwater Sci. 
34 (2), 574–592. doi: 10.1086/680662 . 

verson, R.L., Nearhoof, F.L., Andreae, M.O., 1989. Production of dimethylsulfonium 

propionate and dimethylsulfide by phytoplankton in estuarine and coastal wa- 

ters. Limnol. Oceanogr. 34 (1), 53–67. doi: 10.4319/lo.1989.34.1.0053 . 
ochner, S., Menzel, A., 2015. Does flower phenology mirror the slowdown of global 

warming? Ecol. Evol. 5 (11), 2284–2295. doi: 10.1002/ece3.1503 . 

oseph, G.S., Seymour, C.L., Coetzee, B.W.T., Ndlovu, M., Torre, A.D.L., Suttle, R., 
Hicks, N., Oxley, S., Foord, S.H., 2016. Microclimates mitigate against hot tem- 

peratures in dryland ecosystems: termite mounds as an example. Ecosphere 7 
(11), e01509. doi: 10.1002/ecs2.1509 . 

ampichler, C., Sierdsema, H., 2018. On the usefulness of prediction intervals for 
local species distribution model forecasts. Ecol. Inform. 47, 67–72. doi: 10.1016/j. 

ecoinf.2017.07.003 . 
eeley, N.B., Macleod, C.K., Forrest, B.M., 2012. Combining best professional judge- 

ment and quantile regression splines to improve characterisation of macrofau- 

nal responses to enrichment. Ecol. Indic. 12 (1), 154–166. doi: 10.1016/j.ecolind. 
2011.03.022 . 

ettle, A.J., Andreae, M.O., 20 0 0. Flux of dimethylsulfide from the oceans: acompar- 
ison of updated data sets and flux models. J. Geophys. Res. 105 (D22), 26793–

26808. doi: 10.1029/20 0 0jd90 0252 . 
oenker, R., Bassett, G., 1978. Regression quantiles. Econometrica 46 (1), 33–50. 

doi: 10.2307/1913643 . 

oenker, R., Hallock, K.F., 2001. Quantile regression. J. Econ. Perspect. 15 (4), 143–
156. doi: 10.1257/jep.15.4.143 . 

otz, S. , Kozubowski, T.J. , Podgórski, K. , 2001. The Laplace Distribution and General-
izations: A Revisit with Applications to Communications, Economics, Engineer- 

ing, and Finance. Springer: New York . 
ozumi, H., Kobayashi, G., 2011. Gibbs sampling methods for Bayesian quantile re- 

gression. J. Stat. Comput. Simul. 81 (11), 1565–1578. doi: 10.1080/00949655.2010. 

496117 . 
rüger, O., Graßl, H., 2011. Southern ocean phytoplankton increases cloud albedo 

and reduces precipitation. Geophys. Res. Lett. 38 (8), L08809. doi: 10.1029/ 
2011gl047116 . 

ana, A., Simó, R., Vallina, S.M., Dachs, J., 2011. Re-examination of global emerg- 
ing patterns of ocean DMS concentration. Biogeochemistry 110 (1–3), 173–182. 

doi: 10.1007/s10533- 011- 9677- 9 . 

ancaster, T., Jun, S.J., 2009. Bayesian quantile regression methods. J. Appl. 
Econometr. 25 (2), 287–307. doi: 10.1002/jae.1069 . 

aw, C.S., Smith, M.J., Harvey, M.J., Bell, T.G., Cravigan, L.T., Elliott, F.C., Lawson, S.J., 
Lizotte, M., Marriner, A., McGregor, J., Ristovski, Z., Safi, K.A., Saltzman, E.S., 

Vaattovaara, P., Walker, C.F., 2017. Overview and preliminary results of the sur- 
face ocean aerosol production (SOAP) campaign. Atmos. Chem. Phys. 17 (22), 

13645–13667. doi: 10.5194/acp- 17- 13645- 2017 . 

ee, D., Neocleous, T., 2010. Bayesian quantile regression for count data with ap- 
plication to environmental epidemiology. J. Roy. Stat. Soc. 59 (5), 905–920. 

doi: 10.1111/j.1467-9876.2010.00725.x . 
evasseur, M., 2013. Impact of arctic meltdown on the microbial cycling of sulphur. 

Nat. Geosci. 6 (9), 691–700. doi: 10.1038/ngeo1910 . 
12 
iang, Z., Qian, S.S., Wu, S., Chen, H., Liu, Y., Yu, Y., Yi, X., 2019. Using Bayesian
change point model to enhance understanding of the shifting nutrients- 

phytoplankton relationship. Ecol. Model. 393, 120–126. doi: 10.1016/j.ecolmodel. 
2018.12.008 . 

iang, Z., Xu, Y., Qiu, Q., Liu, Y., Lu, W., Wagner, T., 2021. A framework to develop
joint nutrient criteria for lake eutrophication management in eutrophic lakes. J. 

Hydrol. (Amst) 594, 125883. doi: 10.1016/j.jhydrol.2020.125883 . 
izotte, M., Levasseur, M., Galindo, V., Gourdal, M., Gosselin, M., Tremblay, J.-E., 

Blais, M., Charette, J., Hussherr, R., 2020. Phytoplankton and dimethylsulfide dy- 

namics at two contrasting arctic ice edges. Biogeosciences 17 (6), 1557–1581. 
doi: 10.5194/bg- 17- 1557- 2020 . 

assicotte, P., Asmala, E., Stedmon, C., Markager, S., 2017. Global distribution of 
dissolved organic matter along the aquatic continuum: across rivers, lakes and 

oceans. Sci. Total Environ. 609, 180–191. doi: 10.1016/j.scitotenv.2017.07.076 . 
cDowell, R.W., Schallenberg, M., Larned, S., 2018. A strategy for optimizing catch- 

ment management actions to stressor-response relationships in freshwaters. 

Ecosphere 9 (10), e02482. doi: 10.1002/ecs2.2482 . 
eyer, R., 2016. Deviance Information Criterion (DIC). American Cancer So- 

ciety, pp. 1–6. https://onlinelibrary.wiley.com/doi/pdf/10.1002/9781118445112. 
stat07878 

önkkönen, M., Devictor, V., Forsman, J.T., Lehikoinen, A., Elo, M., 2017. Linking 
species interactions with phylogenetic and functional distance in european bird 

assemblages at broad spatial scales. Global Ecol. Biogeogr. 26 (8), 952–962. 

doi: 10.1111/geb.12605 . 
uggeo, V.M. , 2003. Estimating regression models with unknown break-points.. 

Stat. Med. 22, 3055–3071 . 
uggeo, V.M. , 2008. Segmented: an r package to fit regression models with bro- 

ken-line relationships.. R News 8 (1), 20–25 . 
uller, B.J., Cade, B.S., Schwarzkopf, L., 2018. Effects of environmental variables on 

invasive amphibian activity: using model selection on quantiles for counts. Eco- 

sphere 9 (1), e02067. doi: 10.1002/ecs2.2067 . 
akano, Y., Watanabe, Y.W., 2005. Reconstruction of ph in the surface seawater over 

the North Pacific Basin for all seasons using temperature and chlorophyll-a. J. 
Oceanogr. 61 (4), 673–680. doi: 10.1007/s10872- 005- 0075- 6 . 

emcek, N., Ianson, D., Tortell, P.D., 2008. A high-resolution survey of DMS, CO 2 ,
and O 2 /Ar distributions in productive coastal waters. Global Biogeochem. Cycle. 

22, GB2009. doi: 10.1029/2006gb002879 . 

iinemets, Ü., Valladares, F., 2006. Tolerance to shade, drought, and waterlogging 
of temperate northern hemisphere trees and shrubs. Ecol. Monogr. 76 (4), 521–

547. doi: 10.1890/0012-9615(2006)076[0521:ttsdaw]2.0.co;2 . 
lummer, M., 2017. JAGS: Version 4.3.0 user manual. 

lummer, M., 2019. rjags: Bayesian Graphical Models using MCMC. R package ver- 
sion 4–10. 

ian, S.S., Craig, J.K., Baustian, M.M., Rabalais, N.N., 2009. A Bayesian hierarchi- 

cal modeling approach for analyzing observational data from marine ecological 
studies. Mar. Pollut. Bull. 58 (12), 1916–1921. doi: 10.1016/j.marpolbul.2009.09. 

029 . 
ian, S.S., Stow, C.A., Borsuk, M.E., 2003. On Monte Carlo methods for Bayesian 

inference. Ecol. Modell. 159 (2–3), 269–277. doi: 10.1016/s0304-3800(02) 
00299-5 . 

uinn, P.K., Bates, T.S., 2011. The case against climate regulation via oceanic 
phytoplankton sulphur emissions. Nature 480 (7375), 51–56. doi: 10.1038/ 

nature10580 . 

 Core Team, 2020. R: A Language and Environment for Statistical Computing. R 
Foundation for Statistical Computing. Vienna, Austria. 

ibatet, M., 2020. SpatialExtremes: Modelling Spatial Extremes. R package version 
2.0–8. 

ankaran, M., Hanan, N.P., Scholes, R.J., Ratnam, J., Augustine, D.J., Cade, B.S., Gig- 
noux, J., Higgins, S.I., Roux, X.L., Ludwig, F., Ardo, J., Banyikwa, F., Bronn, A., 

Bucini, G., Caylor, K.K., Coughenour, M.B., Diouf, A., Ekaya, W., Feral, C.J., Febru- 

ary, E.C., Frost, P.G.H., Hiernaux, P., Hrabar, H., Metzger, K.L., Prins, H.H.T., 
Ringrose, S., Sea, W., Tews, J., Worden, J., Zambatis, N., 2005. Determinants of 

woody cover in african savannas. Nature 438 (7069), 846–849. doi: 10.1038/ 
nature04070 . 

avoca, M.S., Nevitt, G.A., 2014. Evidence that dimethyl sulfide facilitates a tritrophic 
mutualism between marine primary producers and top predators. Proceed. Natl. 

Acad. Sci. 111 (11), 4157–4161. doi: 10.1073/pnas.1317120111 . 

charf, F.S., Juanes, F., Sutherland, M., 1998. Inferring ecological relationships from 

the edges of scatter diagrams: comparison of regression techniques. Ecology 79 

(2), 448–460. doi: 10.1890/0012-9658(1998)079[0448:ierfte]2.0.co;2 . 
imkin, S.M., Allen, E.B., Bowman, W.D., Clark, C.M., Belnap, J., Brooks, M.L., 

Cade, B.S., Collins, S.L., Geiser, L.H., Gilliam, F.S., Jovan, S.E., Pardo, L.H., 
Schulz, B.K., Stevens, C.J., Suding, K.N., Throop, H.L., Waller, D.M., 2016. Condi- 

tional vulnerability of plant diversity to atmospheric nitrogen deposition across 

the United States. Proceed. Natl. Acad. Sci. 113 (15), 4086–4091. doi: 10.1073/ 
pnas.1515241113 . 

imó, R., Dachs, J., 2002. Global ocean emission of dimethylsulfide predicted 
from biogeophysical data. Global Biogeochem. Cycle. 16 (4), 1078. doi: 10.1029/ 

20 01gb0 01829 . 
piegelhalter, D.J., Best, N.G., Carlin, B.P., van der Linde, A., 2002. Bayesian mea- 

sures of model complexity and fit. J. Roy. Stat. Soc.) 64 (4), 583–639. doi: 10.

1111/1467-9868.00353 . 
u, Y.-S., Yajima, M., 2020. R2jags: Using R to Run ’JAGS’. R package version 0.6-1. 

unda, W., Kieber, D.J., Kiene, R.P., Huntsman, S., 2002. An antioxidant function 
for DMSP and DMS in marine algae. Nature 418 (6895), 317–320. doi: 10.1038/ 

nature00851 . 

https://doi.org/10.1111/j.1461-0248.2004.00603.x
http://refhub.elsevier.com/S0043-1354(21)00485-1/sbref0026
http://refhub.elsevier.com/S0043-1354(21)00485-1/sbref0026
http://refhub.elsevier.com/S0043-1354(21)00485-1/sbref0026
https://doi.org/10.1038/ismej.2015.37
https://doi.org/10.1002/lno.10742
https://doi.org/10.1016/j.ecolind.2015.10.024
https://doi.org/10.1016/0198-0254(85)93774-4
https://doi.org/10.1016/j.rse.2015.10.012
https://doi.org/10.1071/en16158
https://doi.org/10.1890/10-1965.1
https://doi.org/10.1016/0031-0182(91)90040-x
https://doi.org/10.1029/2002gb001937
https://doi.org/10.1086/680662
https://doi.org/10.4319/lo.1989.34.1.0053
https://doi.org/10.1002/ece3.1503
https://doi.org/10.1002/ecs2.1509
https://doi.org/10.1016/j.ecoinf.2017.07.003
https://doi.org/10.1016/j.ecolind.2011.03.022
https://doi.org/10.1029/2000jd900252
https://doi.org/10.2307/1913643
https://doi.org/10.1257/jep.15.4.143
http://refhub.elsevier.com/S0043-1354(21)00485-1/sbref0045
http://refhub.elsevier.com/S0043-1354(21)00485-1/sbref0045
http://refhub.elsevier.com/S0043-1354(21)00485-1/sbref0045
http://refhub.elsevier.com/S0043-1354(21)00485-1/sbref0045
https://doi.org/10.1080/00949655.2010.496117
https://doi.org/10.1029/2011gl047116
https://doi.org/10.1007/s10533-011-9677-9
https://doi.org/10.1002/jae.1069
https://doi.org/10.5194/acp-17-13645-2017
https://doi.org/10.1111/j.1467-9876.2010.00725.x
https://doi.org/10.1038/ngeo1910
https://doi.org/10.1016/j.ecolmodel.2018.12.008
https://doi.org/10.1016/j.jhydrol.2020.125883
https://doi.org/10.5194/bg-17-1557-2020
https://doi.org/10.1016/j.scitotenv.2017.07.076
https://doi.org/10.1002/ecs2.2482
https://onlinelibrary.wiley.com/doi/pdf/10.1002/9781118445112.stat07878
https://doi.org/10.1111/geb.12605
http://refhub.elsevier.com/S0043-1354(21)00485-1/sbref0060
http://refhub.elsevier.com/S0043-1354(21)00485-1/sbref0060
http://refhub.elsevier.com/S0043-1354(21)00485-1/sbref0061
http://refhub.elsevier.com/S0043-1354(21)00485-1/sbref0061
https://doi.org/10.1002/ecs2.2067
https://doi.org/10.1007/s10872-005-0075-6
https://doi.org/10.1029/2006gb002879
https://doi.org/10.1890/0012-9615(2006)076[0521:ttsdaw]2.0.co;2
https://doi.org/10.1016/j.marpolbul.2009.09.029
https://doi.org/10.1016/s0304-3800(02)00299-5
https://doi.org/10.1038/nature10580
https://doi.org/10.1038/nature04070
https://doi.org/10.1073/pnas.1317120111
https://doi.org/10.1890/0012-9658(1998)079[0448:ierfte]2.0.co;2
https://doi.org/10.1073/pnas.1515241113
https://doi.org/10.1029/2001gb001829
https://doi.org/10.1111/1467-9868.00353
https://doi.org/10.1038/nature00851


Z. Liang, Y. Liu, Y. Xu et al. Water Research 201 (2021) 117287 

T

T

T

T  

 

U

U

 

V

W

W  

W  

W

W

 

X

Y

Y

Y

Y

Y

Y

Y

Y

Z

Z
 

Z

Z

aalba, A., Xie, H., Scarratt, M.G., Bélanger, S., Levasseur, M., 2013. Photooxidation 
of dimethylsulfide (DMS) in the Canadian Arctic. Biogeosciences 10 (11), 6793–

6806. doi: 10.5194/bg-10-6793-2013 . 
an, T.-T., Wu, X., Liu, C.-Y., Yang, G.-P., 2017. Distributions of dimethylsulfide and its 

related compounds in the Yangtze (Changjiang) River Estuary and its adjacent 
waters in early summer. Cont. Shelf. Res. 146, 89–101. doi: 10.1016/j.csr.2017.08. 

012 . 
homson, J.R., Kimmerer, W.J., Brown, L.R., Newman, K.B., Nally, R.M., Bennett, W.A., 

Feyrer, F., Fleishman, E., 2010. Bayesian change point analysis of abundance 

trends for pelagic fishes in the upper San Francisco Estuary. Ecol. Appl. 20 (5), 
1431–1448. doi: 10.1890/09-0998.1 . 

ortell, P.D. , Guguen, C. , Long, M.C. , Payne, C.D. , Lee, P. , Ditullio, G.R. , 2011. Spatial
variability and temporal dynamics of surface water pCO 2 , δo 2 /ar and dimethyl- 

sulfide in the ross sea, antarctica. Deep Sea Res. Part I Oceanograp. Res. Pap. 58
(3), 241–259 . 

nderwood, K.L., Rizzo, D.M., Schroth, A.W., Dewoolkar, M.M., 2017. Evaluating spa- 

tial variability in sediment and phosphorus concentration-discharge relation- 
ships using Bayesian inference and self-organizing maps. Water Resour. Res. 53 

(12), 10293–10316. doi: 10.1002/2017wr021353 . 
ranchimeg, S., Kim, J.-G., Kim, J.-G., Kwon, H.-H., Lee, S.O., 2018. A Bayesian quan- 

tile regression approach for nonstationary frequency analysis of annual maxi- 
mum sea level in a changing climate. J. Coast. Res. 85, 536–540. doi: 10.2112/

si85-108.1 . 

eronesi, F., Schillaci, C., 2019. Comparison between geostatistical and machine 
learning models as predictors of topsoil organic carbon with a focus on local 

uncertainty estimation. Ecol. Indic. 101, 1032–1044. doi: 10.1016/j.ecolind.2019. 
02.026 . 

agner, T., Midway, S.R., 2014. Modeling spatially varying landscape change 
points in species occurrence thresholds. Ecosphere 5 (11), 145. doi: 10.1890/ 

es14-00288.1 . 

alker, C., Harvey, M., Bury, S., Chang, F., 20 0 0. Biological and physical controls
on dissolved dimethylsulfide over the north-eastern continental shelf of New 

Zealand. J. Sea Res. 43 (3–4), 253–264. doi: 10.1016/s1385-1101(0 0)0 0 017-4 . 
ang, C., Wang, S., Fu, B., Li, Z., Wu, X., Tang, Q., 2017. Precipitation gradient de-

termines the tradeoff between soil moisture and soil organic carbon, total ni- 
trogen, and species richness in the loess plateau, china. Sci. Total Environ. 575, 

1538–1545. doi: 10.1016/j.scitotenv.2016.10.047 . 

ang, X., Wang, Y., Wang, D., Liu, X., 2016. Modeling short-term post-offering price- 
volume relationships using Bayesian change-point panel quantile regression. 

Appl. Stoch. Model. Bus. Ind. 32 (2), 259–272. doi: 10.1002/asmb.2149 . 
atanabe, S., Yamamoto, H., Tsunogai, S., 1995. Dimethyl sulfide widely varying in 

surface water of the eastern North Pacific. Mar. Chem. 51 (3), 253–259. doi: 10.
1016/0304-4203(95)0 0 049-6 . 

u, Y., Schroth, A.W., Isles, P.D.F., Rizzo, D.M., 2015. Quantile regression improves 

models of lake eutrophication with implications for ecosystem-specific manage- 
ment. Freshw. Biol. 60 (9), 1841–1853. doi: 10.1111/fwb.12615 . 
13 
ang, G.-P., 1999. Dimethylsulfide enrichment in the surface microlayer of the South 
China Sea. Mar. Chem. 66 (3–4), 215–224. doi: 10.1016/s0304-4203(99)0 0 042-0 . 

ang, G.-P., 20 0 0. Spatial distributions of dimethylsulfide in the South China Sea. 
Deep Sea Res. Part I 47 (2), 177–192. doi: 10.1016/s0967-0637(99)0 0 058-8 . 

ang, G.-P., Tsunogai, S., 2005. Biogeochemistry of dimethylsulfide (DMS) and 
dimethylsulfoniopropionate (DMSP) in the surface microlayer of the western 

North Pacific. Deep Sea Res. Part I 52 (4), 553–567. doi: 10.1016/j.dsr.2004.11.013 . 
ang, G.-P., Zhang, H.-H., Su, L.-P., Zhou, L.-M., 2009. Biogenic emission of dimethyl- 

sulfide (DMS) from the North Yellow Sea, China and its contribution to sulfate 

in aerosol during summer. Atmos. Environ. 43 (13), 2196–2203. doi: 10.1016/j. 
atmosenv.2009.01.011 . 

ang, G.-P., Zhang, H.-H., Zhou, L.-M., Yang, J., 2011. Temporal and spatial variations 
of dimethylsulfide (DMS) and dimethylsulfoniopropionate (DMSP) in the east 

china sea and the yellow sea. Cont. Shelf Res. 31 (13), 1325–1335. doi: 10.1016/j. 
csr.2011.05.001 . 

oungflesh, C., Jenouvrier, S., Li, Y., Ji, R., Ainley, D.G., Ballard, G., Barbraud, C., 

Delord, K., Dugger, K.M., Emmerson, L.M., Fraser, W.R., Hinke, J.T., Lyver, P.O., 
Olmastroni, S., Southwell, C.J., Trivelpiece, S.G., Trivelpiece, W.Z., Lynch, H.J., 

2017. Circumpolar analysis of the adélie penguin reveals the importance of 
environmental variability in phenological mismatch. Ecology 98 (4), 940–951. 

doi: 10.1002/ecy.1749 . 
u, K., Moyeed, R.A., 2001. Bayesian quantile regression. Stat. Probab. Lett. 54 (4), 

437–447. doi: 10.1016/s0167-7152(01)00124-9 . 

u, Y., Zou, Z., Wang, S., 2019. Statistical regression modeling for energy consump- 
tion in wastewater treatment. J. Environ. Sci. 75, 201–208. doi: 10.1016/j.jes.2018. 

03.023 . 
hang, H.-H., Yang, G.-P., Zhu, T., 2008. Distribution and cycling of dimethylsulfide 

(DMS) and dimethylsulfoniopropionate (DMSP) in the sea-surface microlayer of 
the yellow sea, china, in spring. Cont. Shelf Res. 28 (17), 2417–2427. doi: 10.1016/ 

j.csr.20 08.06.0 03 . 

hang, S.-H., Yang, G.-P., Zhang, H.-H., Yang, J., 2014. Spatial variation of biogenic 
sulfur in the south yellow sea and the east china sea during summer and its

contribution to atmospheric sulfate aerosol. Sci. Total Environ. 4 88–4 89, 157–
167. doi: 10.1016/j.scitotenv.2014.04.074 . 

hou, M., Wang, H.J., Tang, Y., 2015. Sequential change point detection in linear 
quantile regression models. Stat. Probab. Lett. 100, 98–103. doi: 10.1016/j.spl. 

2015.01.031 . 

ou, Q., Shi, J., 2020. The heterogeneous effect of socioeconomic driving factors 
on PM2.5 in China’s 30 province-level administrative regions: evidence from 

Bayesian hierarchical spatial quantile regression. Environ. Pollut. 264, 114690. 
doi: 10.1016/j.envpol.2020.114690 . 

https://doi.org/10.5194/bg-10-6793-2013
https://doi.org/10.1016/j.csr.2017.08.012
https://doi.org/10.1890/09-0998.1
http://refhub.elsevier.com/S0043-1354(21)00485-1/sbref0084
http://refhub.elsevier.com/S0043-1354(21)00485-1/sbref0084
http://refhub.elsevier.com/S0043-1354(21)00485-1/sbref0084
http://refhub.elsevier.com/S0043-1354(21)00485-1/sbref0084
http://refhub.elsevier.com/S0043-1354(21)00485-1/sbref0084
http://refhub.elsevier.com/S0043-1354(21)00485-1/sbref0084
http://refhub.elsevier.com/S0043-1354(21)00485-1/sbref0084
https://doi.org/10.1002/2017wr021353
https://doi.org/10.2112/si85-108.1
https://doi.org/10.1016/j.ecolind.2019.02.026
https://doi.org/10.1890/es14-00288.1
https://doi.org/10.1016/s1385-1101(00)00017-4
https://doi.org/10.1016/j.scitotenv.2016.10.047
https://doi.org/10.1002/asmb.2149
https://doi.org/10.1016/0304-4203(95)00049-6
https://doi.org/10.1111/fwb.12615
https://doi.org/10.1016/s0304-4203(99)00042-0
https://doi.org/10.1016/s0967-0637(99)00058-8
https://doi.org/10.1016/j.dsr.2004.11.013
https://doi.org/10.1016/j.atmosenv.2009.01.011
https://doi.org/10.1016/j.csr.2011.05.001
https://doi.org/10.1002/ecy.1749
https://doi.org/10.1016/s0167-7152(01)00124-9
https://doi.org/10.1016/j.jes.2018.03.023
https://doi.org/10.1016/j.csr.2008.06.003
https://doi.org/10.1016/j.scitotenv.2014.04.074
https://doi.org/10.1016/j.spl.2015.01.031
https://doi.org/10.1016/j.envpol.2020.114690

	Bayesian change point quantile regression approach to enhance the understanding of shifting phytoplankton-dimethyl sulfide relationships in aquatic ecosystems
	1 Introduction
	2 Materials and methods
	2.1 Data source
	2.2 Model development
	2.2.1 Bayesian quantile regression
	2.2.2 Bayesian change point quantile regression
	2.2.3 Model selection
	2.2.4 Parameter comparisons


	3 Results
	3.1 Model selection
	3.2 Parameter estimation

	4 Discussion
	4.1 Relationships at multiple regression quantiles
	4.2 Limiting effect of CHL on DMS
	4.3 Equality of regression slopes
	4.4 Relationship differences between lakes and seas
	4.5 Impact of pH on CHL-DMS relationship
	4.6 Implications for understanding CHL-DMS relationships
	4.7 Generalizations of the proposed approach

	5 Conclusions
	Declaration of Competing Interest
	Acknowledgments
	Supplementary material
	References


